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1.   Objectives 

The major objective of the FAME data analysis effort is to use the observational data from the space​craft to produce a catalog of astrometric and photometric parameters on 40 million stars, essentially a com​plete sample to 15th magnitude.  For each star, the basic parameters to be determined, for a specific epoch (TBD, ~2006) within the spacecraft’s operational life, are:

(a)  celestial position of the star in two angular coordinates

(b)  proper motion of the star in two angular coordinates (including acceleration terms where

indicated) 

(c)  parallax

(d) magnitude in the astrometric band (550-850 nm); in Sloan bands r' and i'; and, for the brighter stars, in one narrow band TBD
(e)  multiplicity and/or variability indicators 

In addition, complete information on the basis of these determinations will be retained, including covariance matrices, observation-by-observation residuals, data quality flags, etc.

For a 5-year mission, the five astrometric parameters and the broad-band magnitude will be based on about 1500 observations per star for 9th magnitude and fainter stars.  There will be considerably fewer observations of brighter stars, which can only be observed in the narrow band.  The r' and i' magnitudes will be based on about 190 observations per star in each band; the bands are nominally two of those used by the Sloan Digital Sky Survey (SDSS).  Most of the astrometric observations will be effectively one-dimensional; that is, each observation defines a line of position in the sky for a star at a particular instant. 

For a 5-year mission, the 1σ target accuracy for the final parameters are, for a 9th magnitude G star:


(a)  position:   50 (as in each coordinate                    




(b)  proper motion:  70 (as/year in each component                   

(c)  parallax:  50 (as


(d)  magnitude:  better than 1 millimag in all bands
These uncertainties should also hold for 10th and 11th magnitude stars, but for stars fainter than about 11th magnitude the uncertainties will scale with the photon statistics.  At 15th magnitude the astrometric accuracy will be no worse than 500 (as and the photometric accuracy no worse than 10 millimag.   FAME’s data volume and accuracy are needed to support the science objectives of the mission, which can be summarized as:

(  Definitive calibration of the absolute luminosities of the “standard candles” (the galactic Cepheid variables and the RR Lyrae stars) that are fundamental in defining the distance scale to nearby galaxies and clusters of galaxies; 

(  Calibration of the absolute luminosities of solar-neighborhood stars, including Population I and II stars, thus enabling diverse studies of stellar evolution and other important science.  In the case of Population II subdwarfs, this will allow the determination of the distances and ages of galactic and extragalactic globular clusters with unprecedented accuracy;

(  Definitive determination of the frequency of solar-type stars orbited by brown dwarf com​panions in the mass range 10 to 80 MJup and with orbital periods as long as about twice the dura​tion of the mission. This will include an exploration of the transition region between giant planets and brown dwarfs, which appears to be in the range 10 to 30 MJup;

(  Proper motions and distances for individual stars in star forming regions for determinations of ages and kinematics; and

(  A study of the kinematic properties of the survey of 4 ( 107 stars within 2.5 kpc of the Sun, and in particular, an assessment of the abundance and distribution of dark matter in the galactic disk with much greater sensitivity and completeness than previously possible.

The final FAME catalog will also provide the star positions, proper motions, and colors that will meet spacecraft navigation, guidance, and attitude control requirements of the Department of Defense (DoD) and NASA.

2.   Deliverables
2.1  Pre-Launch Star Catalogs

2.1.1  Input Catalog

The input catalog provides the basic list of targets for the FAME mission, and in some form will be carried aboard the spacecraft for use by the real-time system.  The catalog will be nearly complete to visual magnitude 15, with data derived from the UCAC, SPM, and NPM programs, plus other sources for the brighter stars. The input catalog will contain positions and proper motions of 40 million stars (in the ICRS system) for an epoch during the mission (probably 2006) and, where known (i.e., on the bright end), parallaxes and two-color magnitudes.  It will include a list of stars (< 1 million) designated as special science targets.  Positions at epoch will be accurate to better than 100 mas (1(). The final (public) form of this catalog is TBD.

Availability:  early 2004.  

2.1.2  Grid Star Catalog

Approxi​mately 120,000 of the stars in the input catalog will be identi​fied as grid stars.  The grid stars, magni​tude 8(11 (approximately), have well-determined astrometric parameters from Tycho-2 along with Tycho B and V magnitudes, and are not components of binary systems (either visual or spectro​scopic). The grid stars are distributed uniformly around the celestial sphere.  They play an important role in the FAME data analysis; being astrometrically well behaved, they provide a stable and accurate reference system for the determination of the spacecraft rotation.  Accuracy of positions at the catalog epoch (probably 2006) will generally be ~35 mas (1().

Availability:  late 2003.

2.2  Observation Database

During the mission, a database will be developed from the observations.  Each observation will be initially represented by the unprocessed data from the spacecraft.  Additional information will be added to the database from the data analysis pipeline; eventually, it will contain, among other data, the angular and photometric residuals (O(Cs) for each observation.  The observation database will allow selected subsets of observations to be studied and reprocessed if necessary. The reference systems within which the data are expressed will evolve with time, from internal (instrumental) systems to the ICRS for the astrometric data and the SDSS for photometry.  The contents and overall structure of the observation database is TBD.

Availability:  2005 (for internal use, incomplete);  2010 (final).

2.3  FAME Catalog

Derived from analysis of the FAME observations, the FAME catalog will contain the final determinations of the astrometric and photometric parameters for each of the 40 million stars observed during the mission.  In addition to the five astrometric and four photometric parameters for each star, the catalog will list a covariance matrix providing information on the parameter uncer​tainties and correlations (separate matrices may be given for the astrometry and photometry).  For some stars, additional parameters may be given describing non-linear space motion or variability.   

This catalog, in its final (public) form, will be implemented within a relational or object-relational database management system with a web-based user interface.  This will allow users to obtain specifically requested subsets of the data based on a wide variety of criteria. 

Availability:  2008 (initial);  2010 (final).

2.4  Technical Reports and Papers

As technical reports documenting the science and mathematics used in the construction of the data analysis pipeline are produced, they are placed in the FAME documents archive.  These reports describe the structure of the data analysis system and the overall approach, models used, algorithm implementation, test results, trade studies, and comparisons with alternative schemes.  These reports will be published in the scientific literature when appropriate. 

Availability:  2000 with additions thereafter  

2.5  Management Documents

Project management documents, including organization charts, budgets, schedules, work assignments, status reports, PERT and Gantt charts, and all NASA required documentation will be produced as required.

Availability:  late 2001 with additions and updates thereafter
3.   Technical Approach Overview
3.1  Observations

The spacecraft instrument is a folded, 10.5-meter focal length Cassegrain telescope with two fields of view, 84.3( apart on the sky, each 1.25( in diameter.  The two fields of view are simultaneously imaged in the focal plane with 100% overlap.  Star images are recorded on a set of 13 CCDs.  Eight of the CCDs, from which most of astrometric data for the mission will be taken, are covered with a wide-band filter that transmits light of wavelengths 550 to 850 nm.  Two CCDs are covered with r' and i' Sloan Digital Sky Survey (SDSS) filters, and the other three are covered with a narrow-band filter TBD.  The narrow-band filters will allow astrometric observations of stars brighter than 9th magnitude, which will have saturated images on the other CCDs.

The spacecraft spins about an axis nominally orthogonal to the plane defined by the directions of the two fields of view, with a rotation period of 40 minutes.  Stars appearing in the first (leading) field of view will appear in the second field of view 9.4 minutes later.  Images of stars from both fields of view simultaneously move across the CCDs in the focal plane.  The direction of image movement with respect to the CCDs is referred to as the in-scan direction; the orthogonal direction is cross-scan.   The CCDs operate in TDI mode, with the charge following the star images as they move across the chip.  All of the CCDs, each 2048(4096 pixels, are oriented with their long dimensions in the in-scan direction.  It takes 2.24 seconds for a star image to move across one CCD and 8.3 seconds for the image of a star in the spacecraft’s spin equator to completely cross one of the fields of view (a star image may cross several CCDs in succession).   The CCD pixel size, 15 (m, projects onto the sky as 0.295 arcsec.  The core of the point-spread function (PSF) of the instrument is approximately 1.5 pixels FWHM in the in-scan direction and 5 pixels wide in the cross-scan direction.  The exact PSF depends on the star’s spectral type and the position of the star image in the focal plane.

The observational data consist of time-tagged CCD readouts from the spacecraft as it spins. Observations will be taken only on specific targets listed in the input catalog.  The target stars are divided into grid stars, science stars, and program stars (a few solar system objects and bright quasars will also be observed).   The approximately 120,000 grid stars (0.3% of the total targets) are well behaved astrometrically and will be used to determine the attitude and rotation of the instrument.  Approximately half a million science stars, of special astrophysical interest, will also be designated.  For each of the grid stars and science stars, a two-dimensional image as recorded on a small area of the CCD, 13 pixels in-scan by 24 pixels cross-scan, will be extracted and sent to the ground.  This small area is called either a window or a postage stamp.  For the program stars, representing the vast majority of observations, only one-dimensional information from the pixel area will be used.  This information consists of the marginal distributions of the star images, integrated in the cross-scan direction.  The data that are sent to the ground from the observa​tions consist of the pixel data (13(24 pixel intensities or 13 marginal intensities), star identifier, pixel column numbers, time-tag, CCD gain, and a few other bytes of ancillary infor​mation.  Essentially, each such observation provides information on the transit time and cross-scan location of a star image as it crosses a specific row of CCD pixels.     

At any one time there will be on average about 1200 stars from the input catalog in each of the two fields of view, including several grid stars.  Thus, there will be approximately 50 targeted star images from each field crossing each CCD.  Taking both fields of view into account, but also the fact that the filtered CCDs do not “see” the faintest stars, about 450 observations per second on average will be taken and sent to the ground.   These numbers increase dramatically when one of the fields of view crosses the galactic plane.   

The plane orthogonal to the spin vector of the spacecraft defines the circle on the sky from which obser​vations can be taken.  Actually, the circle does not exactly close because the spacecraft’s spin axis is precessing, up to 0.35( in the cross-scan direction over the course of one spin period (40 min.). A small number of spacecraft rotations are therefore sometimes referred to as a spiral. The precession is driven by solar radiation pressure on the spacecraft’s Sun shield.  The spin axis of the spacecraft precesses along a 35( radius circle centered on the nominal Sun direction. The complete precession period is 20 days, or 720 spin periods. In general, a particular star will be observed on several successive rotations, then will not be observed again for about a week.  Over the course of a year, the entire sky is scanned, although not uniformly (either in number or angle of scans). Thus the errors in the final parameters for each star will depend on its position in the ecliptic coordinate system.

In addition to the large number of ordinary observations of grid and program stars taken as FAME spins, once per second the spacecraft will send to the ground engineering data and status flags as well as its own determination of its instantaneous attitude within the stellar reference frame.  Additionally, at intervals TBD, the spacecraft will be commanded to take one or more calibration measurements, as defined in the FAME Mission Operations Calibration Plan.  These include CCD readouts of multicolor flat fields, blank fields, and injected charge, as well as observations of selected calibration stars at specific observational geometries.    

3.2  Data Analysis

3.2.1 Astrometric Reduction Pipeline

The instrument for the FAME mission is based on an evolution of that flown on the successful ESA Hipparcos mission.  Like Hipparcos, FAME carries a telescope fixed to the spinning spacecraft that simultaneously images two fields of view separated by a large angle, called the basic angle.  Also like Hipparcos, the spin axis of FAME precesses along a circle centered on the Sun.  FAME improves on the Hipparcos design by relying on solar radiation pressure to drive its precession, thus eliminating the need for frequent thruster firings, and by using a mosaic of large-format, high-quantum-efficiency CCDs for recording the stellar images. Hipparcos used its two fields of view and a fixed focal plane grid to measure very precise great circle distances between pairs of stars, one from each field, which were later tied together into a rigid global grid.  FAME does not directly measure the relative angles between pairs of stars.  Instead, the primary FAME observable for each star is, in essence, a precise timing in the scan direction.  Over a few spacecraft rotations, differences can be formed between timings of a particular star taken on different CCDs, in different fields, or on different rotations, or between timings of different stars.  These timings and timing differences contain information on both FAME’s attitude history and on the instantaneous directions of the stars involved. The recovery of the rotation history of FAME to a very high degree of accuracy and over a wide spectrum of time scales is an essential part of the data analysis process.  The determination of accurate star image cen​troids from the CCDs is another challenge:  an individual observation on a 9th magnitude star yields a one-dimensional image profile with a core a few pixels wide ( the exact width dependent on color and other variables ( yet its centroid must be determined to ~1/350 pixel for the astrometric reductions.  Clearly, the data analysis must be iterative, since more and better information becomes available to the analysis procedure as the mission proceeds.  

The data analysis system for FAME’s astrometry must determine the values and uncertainties of a very large number of parameters, which can be divided into three broad categories:

(1) Astrometric Parameters.  At least five astrometric parameters for each star observed:  position, proper motion, and parallax, plus, for members of multiple-body systems, acceleration coefficients or orbital parameters.  These are the raison d’être of the FAME mission.

(2) Spacecraft Attitude Parameters.  For each spiral, a period of continuous spacecraft rotation (of order one hour), approximately 100 parameters describing the spacecraft’s attitude as a function of time:  for example, ~30 coefficients of a series expansion for each of three Euler angles.

(3) Instrumental Parameters.  Parameters describing the projection of the sky onto the focal plane, the geometry of the CCDs on the focal plane, and the response of the individual CCDs.  Includes the basic angle, the overall focal plane scale, optical distortion, the placement and orientation of the individual CCD chips on the focal plane, the response of the CCDs as a function of wavelength, and similar parameters, all of which are assumed to be functions of time.

Although the data analysis methodology draws much from the Hipparcos experience, there are some fundamental differences in approach.  The grid stars, selected to be astrometrically well-behaved, play a pivotal role.   Basically, the entire astrometric problem is solved using the grid stars, then propagated to the much larger number of program stars.  The most rigorous and theoretically advantageous way to solve the astrometric problem is a global weighted least squares solution, which includes, as unknowns, all of the parameters in the three categories listed above.  Each CCD crossing of a grid star in this scheme produces a linearized equation linking the unknowns with the observed transit times. Combining all the unknowns in one solution would produce, however, a huge normal equation matrix of order 107(107 with non-zero elements scattered all across it.  This matrix would have to be solved several times, since the linear equations need to be re-computed utilizing the improving attitude and instrument models.  Obviously, this is not feasible. The problem can be split instead into a few blocks, lengthening the solution but making each of the normal matrices much more manageable. For example, as a first step, we may choose to not solve for the grid star parameters and solve only for spacecraft rotation and certain instrument parameters.  Later, having determined the spacecraft attitude as a function of time for many individual observing spirals, the solution is re-run without the attitude parameters so that astrometric parameters of the stars observed as well as other instrument parameters can be determined.  The solutions are iterated as new information is added to the system that allows for more accurate computation of the partials, as well as better determinations of the observation centroids.  Finally, the history of the spacecraft attitude and instrument behavior derived from the grid star analysis can then be applied to much larger number of program stars, allowing astrometric parameters to be determined for each of them.

The global solution for the grid stars will determine the values of ~107 parameters from ~2(108 obser​vations.  This amounts to ~20 observations per parameter on average, but in fact each observation contributes to only a few parameters, and most parameters receive contributions from a relatively small subset of observations.  The topology near the χ2 minimum that the global solution finds in multidimensional parameter space is unknown but will probably contain much small-scale structure due to correlations among various (hopefully unimportant) parameters.  It is unlikely that a unique solution exists; fortunately, most of the parameters are internal to the analysis procedure and are of no lasting scientific interest.  The challenge for the data analysis process is to limit the systematic errors in the astrometric parameters, those parameters being the chief product of the mission.  The systematic errors will inevitably arise from flawed models, uncorrected instrumental effects, correlations and degeneracy among the large number of free parameters, and the lack of truly adequate calibration procedures for FAME’s method of observation and level of precision. 

The general approach to the astrometric data analysis consists of the steps described on the following pages.  Input and output parameters for each step are documented in the SOC Data Model.  Data Flow Diagrams are also separately available.  It should be noted that although the same sequence of steps is represented in the SOC Data Model, and in the Data Flow Diagrams, and below, the processes are sometimes grouped differently and the nomenclature is not entirely uniform. 

3.2.1.1  Image Centroiding.  The pixel intensities for each observation, 13(1 for program stars or 13(24 for grid or science stars, will be sent to the ground along with star ID, CCD number, CCD gain, column numbers, and row-shift epochs. The data analysis pipeline must determine the centers of the 1D marginal distributions or 2D images to a high degree of precision (~1/350 pixel ( 0.8 mas in-scan), despite the fact that the cores of the image profiles span only a few pixels.  For the initial stages of the data analysis a simple fitting function, such as a Gaussian, can probably be used to locate the centroids.  However, with FAME’s undersampling of the images, such generic fitting functions yield a significant positional bias that depends on the pixel phase, i.e., the location of the center of the charge distribution with respect to the pixel boundaries.  

One approach to reducing the positional biases is to tailor a fitting function to each observation.  That is, each marginal distribution or image (the 2D images will probably be converted to two orthogonal marginal distributions) must be fitted to a template function that represents its ideal (noise-free and oversampled) profile.  Such a function can be computed if we know the PSF of the instrument as a function of wavelength and position on the focal plane.   The PSF for a particular star is essentially a sum of a series of monochromatic PSFs, weighted by the received stellar photon flux (as filtered) as a function of wave​length.  However, these PSFs are slightly different at each point on the focal plane, so the charge moving across a CCD reflects the accumulation of electrons from a continuously changing parent distribution. The charge profile shape is further distorted by the spacecraft’s precessional motion, the mismatch of TDI rate and the spacecraft’s angular velocity, and any short-term variations in the spacecraft’s rotation.
Despite the complexity of the phenomena involved, at some level all of the information required to compute a fitting function is either known initially or can be determined as part of the data analysis process.  The instrumental PSFs and all optical aberrations will be known from measurements made on the ground. The color of the star will be known from the photometric measurements.  The TDI rate as well as a low-precision determination of the spacecraft’s rotation will be part of the downlinked engineering data.  The track of the star across the focal plane should therefore be immediately computable to better than one pixel’s width from real-time spacecraft data alone, and will be even better determined at a later stage in the data analysis.  Given all of the required information, the computation of a fitting function is non-trivial but feasible.  Representing the PSFs and convolving functions as Gauss-Hermite series provides an efficient scheme for carrying out the calculations. 

A significant complication arises, however, because the PSFs and other optical charac​teristics of the instrument will almost certainly be different on orbit than in the ground-based tests, and are likely to change with time.  A three-axis focus mechanism is included in the instrument to compensate for structural changes in the instrument that will occur during launch, and focus calibration procedures have been defined.  However, it is unlikely that the instrument’s response in zero-g can be made to exactly match that recorded on the ground.  Furthermore, there is no mechanism to directly measure the PSFs during flight; all of the star observations are TDI (the aperture doors are not opened until the spacecraft is spun up).  Given only approximate PSFs, the computation of the fitting function becomes problematic; significant centroiding biases are virtually unavoidable. The fitting function must be within 1% of “truth” to avoid biases that are greater than the random errors of measurement (Makarov 2001a).  These biases are, of course, systematic errors in a star’s measured position that will change from observation to observation. 

The removal of the centroiding biases from the star position observations is perhaps the most challenging aspect of the FAME data analysis process.  The biases are functions of a large number of parameters involving the star’s track across the focal plane, its color, and time (Zacharias 2001).   It is unlikely that ad hoc biases can be solved for as part of the global solution without introducing instabilities into that process, unless the parameter space within which they are important can be considerably reduced through the use of good fitting functions.  An alternative view of the problem is one of extracting the complete set of instrumental PSFs from the observations, which represent a large variety of convolving functions.  Although there is not presently a well-defined path to a solution, the FAME data simulator and prototype pipeline will provide a mechanism for carrying out the large number of numerical tests that will be required to quantify the problem, define the extent of the parameter space in which it is important, and evaluate the viability of different approaches.
It should be mentioned here that, in addition to the centroiding biases themselves, the optical distortion across the field of view will produce mapping offsets that displace the ideal image centroids with respect to a simple (linear) mapping function in the focal plane. These offsets are high order functions of the focal plane coordinates and the color of a star and are also different for each aperture.  The total effect in the current optical design is about 1 to 2 (m (~0.1 pixel).  Corrections to the mapping parameters and the remaining centroid biases would ideally be solved for in the global solution step ( if that is feasible ( although whether they are separable remains to be seen.  Both the centroiding biases and the mapping parameters are functions of color and focal plane position, and both are sensitive to any changes in the optics (thermal, mechanical displacements, bending of elements).  The centroiding biases also depend on the spin phase of the satellite (through the image smearing).
Another centroiding challenge will be the identification and processing of previously undetected close binaries, where both stars are near the center of an observational postage stamp.  Some of these systems — those that are resolved and have similar component magnitudes — will have obser​va​tional profiles that can be readily identified during centroiding.   Others will be more problematic if the components’ magnitude difference ((m) is significant, or if they are both faint.  It is clear from the Hipparcos experience that some of these systems will become obvious only later, from their post-solution residuals.  In any event, at whatever point they are recognized, these systems must be segregated for special processing.  The Hipparcos experience is that binaries required a significant amount of extra analysis.  This analysis has not yet been defined in detail for FAME. 

For “normal”, single stars, the ultimate goal of the centroiding process is the precise determination of the location (2D or 1D) of a specific star’s image on the focal plane at some well-defined instant. In other words, for this instant, the process described above must provide an estimate of the position of the centroid of arriving photons (within the observing band), given an array of electron counts accumulated over a 2.24-second observation.  Defining this instant for each observation is obviously essential for connecting FAME’s measurements to an external reality, and determines what the centroid means for the remaining steps in the data analysis.

3.2.1.2  A Priori Modeling.  Once the image centroids have been determined, the process proceeds with a series of analytic or numerical models that are able to predict the FAME astrometric observables for each star observed. The models will not be perfect but must deliver predictions that are close enough to the observed values (as determined by the centroiding subsystem) that the differences between observed and computed quantities — the O–Cs — can be expanded as a linear combination of corrections to specific model parameters. 

To predict the values of the observables for a given FAME observation, the models must accomplish the following tasks.

 (1) The apparent direction of the star as seen from the spacecraft at the instant of observation, with respect to the ICRS, must be computed.  The a priori astrometric data on the star’s position, proper motion, and parallax (and in some cases radial velocity) must be combined with data on the spacecraft’s position and velocity with respect to the geocenter and the Earth’s position and velocity with respect to the solar system barycenter.  The components of the spacecraft’s velocity vector must be known to about 1.5 cm/sec from tracking data to adequately compute stellar aberration.  These computations must be done in a consistent relativistic framework.    

(2) The instantaneous orientation of the spacecraft with respect to the ICRS must be computed.  This provides the instantaneous transformation between the ICRS and a spacecraft-fixed system in which the instrument is (nominally) stationary.  This computation requires a sophisticated model of the spin dynamics of the spacecraft that includes effects such as gravitational torques and their gradients, varying solar radiation pressure, solar wind, magnetic torques, fuel sloshing, and albedo changes on the solar array.  The transient behavior of the spacecraft’s spin as it enters and leaves Earth’s shadow must also be modeled in order to recover observations made near those times.   

(3) Having determined both the direction of the star and the direction of the instrumental axes in the ICRS system, the position of the star’s image on the relevant CCD in the focal plane (in detector coordinates) must be computed.  This involves not only the standard gnomic projection, but also must account for the optical distortion (a function of color), misalignment of the optical axis, tilt and possible warp of the focal surface, and the position and orientation of the CCD. 

The modeling of the observables can be thought of as involving three successive transformations:  from astrometric parameters to the celestial directions of the star at the instant of observation, using the astrometric model;  from celestial to instrumental frame directions, using an attitude model; and from instrumental directions to detector coordinates, using an instrument model.  Thus, the three broad computational tasks, or transformations, carried out in this step correspond to the three classes of parameters that will be solved for later.  Loosely,
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Where A is the astrometric transformation, which depends on the astrometric parameters pi for the observed star;  R is the spacecraft attitude (rotation) transformation for the current spiral, which depends on the attitude parameters qj; and I is the instrumental transformation, which depends on the instrumental parameters rk.  All of the transformations depend on time t.  A more detailed description of the general approach, with some specific algorithms, is given in Kaplan (2001). 

The computed value for each of the observables for a particular star observation is subtracted from the corresponding observed value (determined from the centroiding subsystem) to form an O–C value.  The ensemble of O–Cs defines the vector of observed data used in the global solution.

3.2.1.3  Global Solution.  The objective of the astrometric data analysis is the determination of corrections to the a priori astrometric parameters for each star.  This cannot be accomplished without simultaneously determining corrections to the parameters that characterize the various models, described above, used to estimate the spacecraft dynamics and instrumental characteristics for each observation. If we use a linearized least squares process, we have, as the conditional equation for a single observation, 
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where α is an observable quantity (e.g., star image transit time across a CCD row), (O–C)α is the difference between the observed and computed values for α, and Δpi, Δqj, and Δrk are corrections to the astrometric, spacecraft attitude, and instrumental parameters, respectively (see Fig. 1).  The matrix of partial derivatives, in which each observation is a row, is the design matrix of the solution.  Appropriate weights must be assigned to each observation, based on the uncertainty in the position of the star image centroid.  Note that each star has a separate set of Δpi; that is, the indices i are different for each of the ~105 grid stars.  Similarly, each of the ~104 observing spirals in the 5-year mission will have a separate set of Δqj .  The total number of terms on the right-hand side is thus likely to be of order ten million, although only a few terms are non-zero for each observation.  Makarov (2001b) has developed expressions for the partial derivatives for some of the parameters, and other partials are being developed.
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Fig. 1.  Sample set of parameters for global astrometric solution.  Astrometric parameters are shown in blue, attitude parameters in red, and instrumental parameters in green.  This set of parameters is for illustrative purposes only.

This in essence describes the global solution, a weighted least squares scheme that encompasses all relevant astrometric, spacecraft attitude, and astrometric parameters.  As noted, this is a very large problem, involving of order ten million unknowns.  However, the design matrix is very sparse, and can be thought of as divided into sub-matrices corresponding to the three categories of parameters to be determined.  In each row, there are only five non-zero elements in the astrometric design matrix, three sets of non-zero elements in the attitude matrix, and TBD number of non-zero elements in the instrument matrix. The structure of the overall design matrix is expected to have a banded and diagonal pattern. Thus, an alternative to the direct solution is an iterative solution.  The key to this approach is to consider that if one keeps the attitude fixed and solves only for the astrometric star parameters, the resulting normal matrix has a block-diagonal structure, allowing each star to be adjusted separately.  If, on the contrary, the star parameters are kept fixed and only the attitude is solved, again the numerical burden is relatively light.  If the matrix is symmetric and positive definite, the problem can be solved by the block Cholesky scheme, a very robust and efficient way to solve the normal equations. Each group of unknowns can be calculated assuming the rest are held fixed.  (See GAIA 2000, section 9.5, and Press, et al. 1992, section 2.7.)   Actually, the parameters not solved for need not be held fixed.  The technique of partial pre-reduction (Reasenberg 1975) provides a solution for the included (solved-for) parameters that is identical to what  would be obtained if the other (unsolved-for) parameters were also part of the solution, without the enormous extra computational burden.  
Therefore, initially, each solution will encompass only a limited span of data from, for example, a small number of consecutive rotations.  The primary objective of these solutions is to characterize the attitude of the spacecraft as a function of time, although other instrumental parameters will also be determined.  The positions of the grid stars are not solved for.  This set of solutions has been termed the “spiral reduction”.  It provides a series of spacecraft attitude models, each valid for a specific span of time, and each containing a small but arbitrary orientation error from the errors in the grid star positions used.   Each attitude model will consist of the coefficients of time series for each of three Euler angles; for example, coefficients of Chebyshev polynomials or Fourier terms.  (This is an empirical characterization of the spacecraft’s attitude history; it is possible that the number of terms can be reduced by solving for more fundamental parameters of the spacecraft’s spin dynamics.)  Although simulations have shown that the solutions improve as the span of observations (length of the spiral) increases, in practice each of these solutions can be formed only for the time interval between discontinuities in the spacecraft’s rotation or instrument parameters.  Such discontinuities will be caused by thruster firings, micrometeorite impacts, transits of the Earth through one of the fields, or thermal events.  It is assumed that the time intervals between such events will be of order an hour or more; constraints on the solutions imposed by stars observed in both fields (9 minutes apart) and on successive rotations through the same field (40 minutes apart) are important.  The cross-scan information, although of lower quality, is also important for the spiral solutions because the two fields of view provide a good lever-arm for the determination of the direction of the spin axis.
Once a database of attitude models is built up, covering a significant fraction of a year’s observations, other types of solutions can be computed.  The next logical step would be to solve for the approximately 600,000 astrometric parameters of the grid stars (along with the orientation error of each spiral), without involving the attitude parameters.  Instrument parameters not solved for in the spiral reduction would also be included at this stage (how the instrument is best parameterized is a subject of ongoing investigation).

Iterations of this series of solutions will improve the values of all of the parameters, since each solution has improved some part of the interconnected set of models.  Recomputation of the O–Cs between iterations is necessary to propagate the model improvements “downstream”.  

This entire data analysis structure requires construction of a flexible system of data storage and access. Large volumes of data have to be manipulated in both time- and object-based fashion.  Furthermore, the functional form (and dependencies) of the evolution of many of the instrumental parameter values cannot be anticipated, and their partial deriva​tives will have to be determined empirically.  These determinations will come from extensive analysis of post-solution residuals, “cut” along a number of dimensions in parameter space.  Factor analysis methods, widely used in the medical and social sciences, may be useful.  Characterizing the evolution of the instrumental parameters will also depend on analysis of the calibration data made at regular intervals throughout the mission.  A commercial object-relational database manage​ment system will be used to store and retrieve the raw observations, the results of each stage of the solu​tion, and the calibration data.  An efficient and flexible system of data visualization will also be developed to facilitate the required analysis. 

A challenge for this process is determining reliable estimates of the uncertainties in the astrometric parameters.  The covariance matrix produced at each step in the global solution is incomplete because it does not show the correlations involving parameters not solved for at that particular step. It is likely that the final assignment of uncertainties will involve extensive numerical analysis, possibly involving Monte Carlo techniques, to evaluate the sensitivity of the astrometric parameters to various perturbations in the attitude and instrument models.
[image: image4.wmf]
Fig. 2.  A simplified illustration of the design matrix for the global solution.   Each row is an observation, and the colored blocks indi​cate parameters with non-zero partials. Here, there are only 5 stars observed on 3 spirals with 4 CCDs.  There are 3 astrometric parameters per star, 3 attitude parameters per spiral, 1 instrument parameter per CCD, and 2 other (unspecified) instrument parame​ters.  On the top spreadsheet, the observations are sorted by star, so that the astro​metric parameters form a block-diagonal pattern; on the bottom spread​sheet, the observations are sorted by spiral, so that the atti​tude parameters fall into a similar pattern.  In either case the parame​ters in the blocks on the diagonal would be trivial to solve for if the other parameters were not in the solution. That would be the case even if the number of parameters along the diago​nal became very large.  It cannot be assumed, however, that the classes of parameters will be sufficiently independent to allow such a trivial solution strategy.  More general solutions that nonetheless ex​ploit the sparse nature of the design matrix will have to be used.    

3.2.1.4  Astrometric parameter determination for program stars.  The global solution from the grid stars effectively defines a complete spacecraft attitude and instrument model covering the entire mission. In principle, this model defines, for each of FAME’s one-dimensional observations of a program star, a stellar line of position (LOP) on the celestial sphere.  In practice, we do not use these LOPs, but solve directly for the five astrometric parameters for each of these stars in turn, using all ~1500 observations/star.  In forming these program star solutions, the partial derivative expressions developed for the grid star in-scan observable are used; the geometry is the same.  A per-star solution for five parameters will be only a first approximation, however.  The program star observations contain information on both the attitude and instrument parameters at a much higher density than the grid stars.  Therefore, once a “reasonable” set of astrometric parameters is established for the program stars, they can be included in the global solution.  Because of their great numbers and lower quality (most of the program stars are faint), the inclusion of the program star observations into the global solution will be selective.  

For both grid and program stars, post-solution residuals will be examined for signs of nonlinear proper motion, which would indicate the presence of a nearby gravitating body. Under these circumstances, additional astrometric parameters will be determined, which will take the form of binary star orbital elements or acceleration terms, depending on the orbital period.  There will also be “stochastic” residuals, such as Hipparcos found, that represent short-period, undersampled orbits, stars that are both variable and binary, or other complicated situations.  Post-solution residuals will also be investigated for indications of previously undetected instrumental biases, such as systematic effects dependent on CCD, color, and magnitude.

3.2.1.5  Iterations.  The astrometric data analysis is inherently an iterative process:

(1) For linearized least squares processes, iteration is generally indicated to insure that the final solution reaches a χ2 minimum. 

(2) The global solution must be computed in discrete steps, each of which involves only a subset of the entire ensemble of ~107 parameters.  As noted above, correlations among parameters solved for at different steps are not zero, as the three fundamental models (astrometry, attitude, and instrument) affect all steps.  Iteration is necessary to fully propagate improvements to any of the models to the entire process.

(3) Centroiding cannot be accomplished at the required accuracy early in the mission, because the necessary photometry (for determining a star’s color) is not available at that point, and the instrument model is immature.  Each observation will have to be re-centroided (at least once) using an improved instrument model and the photometric reductions.

Therefore, iterations at several levels of the analysis will be performed.  As previously mentioned, a very flexible system of data storage and retrieval will be needed to support such a strategy.  

3.2.1.6  Final global alignment.  In the end, the global system defined by FAME will be internally more precise and rigid than any existing reference frame. However, its global orientation will be only loosely tied to the International Celestial Reference System (ICRS) by the pre-launch astrometry of the grid stars (i.e., the input catalog). Both an orientation error and rotation (i.e., angular velocity) with respect to the ICRS are likely.  FAME will not be able to observe quasars in the numbers or accuracy required to tie its frame to an extragalactic (inertial) system without ancillary observations from other instruments. The entire FAME astrometric frame will require a final alignment to the ICRS, to within the errors of the latter at the chosen epoch.  This will require dedicated ground- and space-based observations of radio stars and quasars, matching FAME positions with those from VLBI, HST, and other instruments.  The same alignment scheme was used for the Hipparcos catalog.

3.2.2  Photometric Reduction Pipeline

The measurements for the photometric pipeline are a product of the centroiding process used for the astrometric pipeline.  Thus, both pipelines have a common origin.  The photometric data available from the centroiding process consist of two types:

(1) The fit to the observational profile (1D or 2D) can provide an estimate of the peak value of the instrumental PSF or some other parameter that scales with the received photon flux.

(2) Summing all pixel counts in the postage stamp is a form of aperture photometry (the “aperture”, in this case, refers to the observation’s postage stamp), providing a measure of the total photons received during the observation.

Both types of data raise significant internal calibration issues.  Photometric data obtained from profile fits will in general contain systematic errors unless the fitting function is exact, just as is the case for the astrometric data.   As described in 3.2.1.1, obtaining an exact fitting function (or, equivalently, calibrating the systematic errors) is problematic; among many other things, the function (or the systematic error) depends on the star’s color.  The aperture photometry method is independent of the fitting function, but requires an “aperture correction” to account for the star’s flux that falls outside the postage stamp.  Simulations have shown that this correction is relatively insensitive to the exact location of the star image within the postage stamp (as long as it is approximately centered) but is quite sensitive to the star’s color (effective temperature).  The star color affects the overall width of the PSF, hence the fraction of the star’s flux at large distances from the peak.  In both cases the star’s color is not, in general, known sufficiently well initially, and thus must be obtained from the photometric analysis itself.    

These two types of data will be derived using calibration data to correct for variations in pixel sensitivity and in the sky/background.  Pixel-to-pixel sensitivity variations will be determined from a library of flat-field exposures obtained before launch, on-board flat-field exposures taken during engineering mode in-flight, and by analyzing the repeated science-mode observations of non-variable stars as they fall onto different locations on the CCD arrays.  Sky and background variations are obtained by observing targeted empty fields — postage stamps that contain no known detectable stars. Small angular-scale variations in background level arise from zodiacal light, nebulosity, and glare from the Earth.

There are 13 CCDs in the FAME focal plane, and each has two amplifiers with two gain settings.  Hence, there may be as many as 52 offsets and gains needed to calibrate the internal magnitudes, and each of these has the potential for being a function of time, temperature, etc.  During the mission, FAME will observe each 9th magnitude and fainter star about 1500 times with the astrometric CCDs and about 400 times with the wide-band photometric CCDs (half the observations in each color).  The problem is over-determined, and it is the goal of the photometric pipeline to provide initial estimates for each free parameter, and to monitor and/or model the behavior of each for the duration of the mission.  CCD pixel defects, which may accumulate on the chips during the mission, will also have to be identified and factored in.

FAME will use two of the SDSS filters (r' and i') for wide-band photometry.  Initially, FAME data in these filters will be processed in the FAME instrumental system.  This system should be internally more accurate than the ground-based SDSS system because the individual observations will be much more accurate.  Since the FAME passbands will inevitably be slightly different than the SDSS passbands, transformations will be required to adjust the FAME data to the SDSS standard system.  These transformations are expected to be small (color terms no more than a few percent) and will be determined using SDSS secondary standard stars observed by FAME.  Presently there are over 100 stars, mostly around the celestial equator, available to determine these transformations.  By 2005, when the SDSS survey is being completed, more SDSS secondary standard stars will be available, including stars in both celestial hemi​spheres.  Using this large number of standard stars ensures that the errors in the transformations should be small in the mean.

The astrometric array is sensitive to the entire passband of 550-850 nm, and photometric data will be important for the sensing and parameterization of stellar variability. The data from the photometric CCDs will provide star colors needed by the astrometric centroiding algorithm, and will aid in the astrophysical interpretation of the stars.

The principle parts of the photometric pipeline include:

3.2.2.1  Calibration and sky data.  CCD calibration data (including bias and flat-field frames, linearity and gain measurements, and bad-pixel maps, etc.) will be available from pre-flight thermal-vacuum tests and in-flight engineering data.  Science-mode data will include frequent measurements of the DC level for each CCD amplifier and frequent measurements of blank sky.  These data will be processed to give sky and gain values vs. time for each column of each CCD.

3.2.2.2  Instrumental magnitudes.  Along with astrometric centroids for each observation, several instrumental magnitudes will be generated (both aperture magnitudes and magnitudes determined by observation profile fitting), as well as error estimates and data-quality estimators.  As improved colors become available for stars early in the mission, reprocessing the pixel data with improved PSFs will give more accurate centroids and magnitudes.

3.2.2.3  Short-term solutions.  A set of ~105 intermediate standard stars will be maintained throughout the mission for use in generating quick-look photometric solutions for all CCD amplifiers.  The set of stars will be much like the grid stars used for monitoring spacecraft orientation and astrometric performance.  They will exclude variable stars, but include stars with a range of colors so as to monitor the color-dependent sensitivity of each CCD.  Photometric solutions based on 1 to 2 hours of data will monitor the sensitivity (including color terms) of each CCD at the sub-millimagnitude (mmag) level.

3.2.2.4  Long-term solutions.  Photometric solutions based on several months of data will provide (1) corrections vs. time to the column-by-column sensitivities being used for each CCD, (2) corrections vs. time to the linearity being used, (3) generation of new bad-pixel maps vs. time, (4) improved magnitudes and colors for all stars, (5) identification of variable stars, and (6) characterization of the actual distribution of photometric errors.  Post-processing of these data will provide classification and light curve solutions for the variable stars.

3.2.2.5  Transformation to standard system.  For the SDSS filters, data in the FAME instrumental system will be transformed to the SDSS system using SDSS secondary standard stars.  The FAME bandpasses should match the SDSS bandpasses quite closely ( if so, the transformations will be small and well-determined, and the errors introduced by these transformations will be at the level of a few millimagnitudes, even for stars with peculiar colors.

4.   Organizational Structure
A FAME data analysis group has been established within the Astrometric Satellite Division of the Astrometry Department of the U.S. Naval Observatory.  The group is located in building 56 of the U.S. Naval Observatory in Washington, D.C., and will consist of approxi​​​​mately six astronomers and four software specialists when complete.  The group has responsibility for the construction and validation of the astrometric data analysis pipeline software.  Work on the pipeline is well underway (see section 5).  Astronomers at the Flagstaff, AZ, station of the Naval Observatory are developing the photometric data analysis pipeline software.  The two pipelines will be integrated in Washington.  The Washington group will become part of the FAME Science Operations Center when established and, after launch, will process the spacecraft obser​vations.  This group is responsible for the production of the post-launch deliverables listed in section 2.   It is under the supervision of a FAME software project manager, who reports to the chief of the Astrometric Satellite Division, who is also the FAME  MO&DA lead.  

The specific algorithms to be used will be determined by the astronomers working on the two pipelines. They will carry out all investigations necessary in determining the most appropriate methods to be used and in validating the algorithms under all relevant conditions. They will provide the software specialists with working “scratch code” that implements specific sections of the data analysis task along with documentation and test cases.  The software specialists in the Washington group will be responsible for constructing the production data analysis pipeline within an established software development framework. The software project manager will develop the work schedule and budget, determine appropriate metrics, identify critical paths, mitigate risk, track progress and, together with the data analysis manager, adjust resources as needed.  The software manager also has overall responsibility for software security, quality control, configuration management, and docu​men​ta​tion.  

The division of responsibilities within the data analysis group follows from ideas presented in the FAME Software Management Plan and reflects the fact that creating the FAME data analysis pipeline requires expertise in both astronomy and large-scale software development.  Developing data analysis algorithms adequate for the observational accuracy of FAME is a non-trivial task, requiring the synthesis of techniques from subfields of astronomy, physics, and statistics.  Based on the experience of similar projects, the total code to be written is estimated at several hundred thousand lines.  At the same time, the quantity of obser​vations that FAME will deliver requires a very fast, intelligent, and robust analy​sis process.  On average, the total amount of clock time available for processing one observation over the course of the project is only about 2 ms, which includes I/O, iterations of the reductions, and any iterations or other reprocessing.  The division of the data analysis group into astronomers and software specialists lets each subgroup concentrate their efforts on the aspects of the problem that match their competence.  It is anticipated, however, that some staff may work in both subgroups, and that the separation of tasks will not be rigid.  

The Flagstaff group has developed an initial version of a FAME data simulator.  The simulator is a piece of software that, when fully developed, will produce artificially generated observations in the form, accuracy, distribution, and quantity (over limited times) expected from the FAME space​craft once operational.   The artificial observations will be used to debug the data analysis pipeline and provide information on the sensitivity of the final results to various anticipated real-world effects.  In general, developments in the data analysis and simulator groups will proceed in parallel, with the simu​lator group providing more realistic artificial observations as the data analysis pipeline becomes more complex and complete.  This process has already begun. 

5.  Plan of Action — Tasks for Basic Pipeline 
The following is an outline of the tasks needed to produce a basic data analysis pipeline. The basic pipeline will be functional from end-to-end but not complete in all capa​bilities.  Together with the data simulator, it would be sufficient to carry out elemen​tary analy​​ses on some aspects of the spacecraft design, such as the sensitivity of astro​metric results to variations in basic angle and spin dynamics, or to certain kinds of cen​​troiding errors.  Even in this basic form, however, the pipeline is quite complex, and must consist of production code in the production structure.  The work in coding, assembling, and testing the production basic pipeline is not included here.  This outline covers only algorithm development and prototype code tasks. 

This task breakdown is not given at a uniform level of detail; analysis on some pieces of the pipe​line is more complete than for others.

1.  Centroiding

1.1.  Implement 1-D observation centroiding

1.1.1.  Develop single-star centroiding algorithm for 1-D observations

1.1.1.1.  Define the relationship between the “true” centroid position and the star’s geometric position at some well-defined instant (“What is truth?”) [2d] 

1.1.1.2.  * Determine use of calibration data (flat fields, blank fields, etc.) in centroiding algorithm  [20d]

1.1.1.3.  Create ensemble of computed 1-D observation profile test cases (image profiles for various spectral types, focal plane positions, smearing, etc.)   

1.1.1.4.  * Test various fitting functions to ensemble of profiles, obtaining an n-D matrix of centroid biases (measured – true) as a function of the parameters that were varied.  Determine optimum scheme for centroiding, trading complexity of fit function against dimension and granularity of resulting bias matrix [60d]

1.1.1.5.  * Develop computationally efficient methods for computing fitting functions and interpolating bias matrix  [20d]

1.1.2. Write single-star centroiding code for 1-D observations

1.1.2.1.  Identify source(s) within pipeline of all parameters needed for computation of centroid and centroid bias partials (e.g., color, field position, calibration data, smearing, etc.)  [5d]

1.1.2.2.  Outline data flow and process flow  [3d]

1.1.2.3.  Develop pipeline function (and all necessary sub-functions) to centroid each observation and return 1-D star position and uncertainty for some well-defined time  [20d]

1.1.3. Test and debug single-star centroiding code for 1-D observations

1.1.3.1.  Test and debug using test cases already developed  [20d]

1.1.3.2.  * Test and debug using data from simulator [20d]

1.2.  Implement 2-D observation centroiding

1.2.1. Develop single-star centroiding algorithm for 2-D observations

1.2.1.1.  Determine if application of 1-D algorithm separately to u and v marginal distributions is sufficient [10d], otherwise
1.2.1.2.  * Develop two-dimensional fit algorithm by repeating process of 1.1.1 for 2-D cases [105d] 

1.2.2. Write single-star centroiding code for 2-D observations

1.2.2.1.  Use data flow and process flow from 1-D code development [1d] 

1.2.2.2.  Develop pipeline function (and all necessary sub-functions) to centroid each observation and return 2-D star position and uncertainty for some well-defined time  [15d]

1.2.3. Test and debug single-star centroiding code for 2-D observations

1.2.3.1. Test and debug using test cases already developed  [15d]

1.2.3.2.  * Test and debug using data from simulator   [15d]

1.3. Identify and process pathological stars

1.3.1.  * Develop criteria for identifying close binaries and variable stars from observational data

1.3.2.  * Develop centroiding and downstream processing strategies for close binaries (resolved and unresolved) and variable stars

1.3.3.  Write code

1.3.4.  Test and debug

2.  Global Solution

2.1. Compute O-Cs  
   

2.1.1.  Develop algorithms for computing transit time and row number observations, based on geometric (photon-defined) position of each star (and a given rotation and orbit model) 

2.1.2.  Write O-C module, implementing transit/row algorithms 

2.1.2.1.  Adapt NOVAS to compute spacecraft-centric apparent places of stars 

2.1.2.2.  Write code to read and interpret spacecraft attitude quaternions and interpolate attitude 

2.1.2.3.  Write code to project star position and motion onto focal plane and predict crossing at CCD readout row  

2.1.2.4.  Add iterative scheme (for O-C outliers) and test [10d]

2.1.2.5.  Add transformation to ecliptic coordinates  [10d]

2.1.2.6.  Generalize code to handle long time spans (> one “spiral”)  [10d]

2.1.3. Test and debug O-C module, using rotation and orbit data from simulator 

2.1.3.1.  Constant rotation around celestial pole 

2.1.3.2.  Constant rotation around arbitrary fixed pole 

2.1.3.3.  Constant rotation rate with smooth precession of axis

2.1.3.4.  Varying rotation rate with precession and higher-order wobbles [20d]

2.2.  Include spacecraft rotation dynamics

2.2.1.  Develop spacecraft rotation model

2.2.1.1.  * Determine basic physical effects to be modeled and relevant model parameters 

2.2.1.2.  Define reference systems and develop geometry to be used 

2.2.1.3.  * Develop torque functions and equations of motion
2.2.1.4.  Determine best startup scheme for model (computation of initial conditions for each “spiral”) to be used during routine pipeline processing  [20d]

2.2.1.5.  * Improve physical model: develop equations for gravity gradients, magnetic torques, nutation damping, solar and Earth radiation fluctuations, eclipse events, etc. [30d]

2.2.1.6. * Develop equations for partials to be used in global solution for corrections to rotation model parameters from observation O‑Cs  [20d]

2.2.2.  Write spacecraft rotation code

2.2.2.1.  Select numerical integrator

2.2.2.2.  Write code to implement equations of motion and torque functions for selected physical effects 

2.2.2.3.  Implement rotation model startup scheme for routine pipeline processing [10d]

2.2.2.4.  Integrate rotation integrator, with startup scheme, into pipeline [20d]

2.2.2.5.  Write and add code for improved physical model: gravity gradients, magnetic torques, etc.  [20d]

2.2.2.6.  Develop code to compute partials for rotation parameters  [5d]

2.2.3.  Test and debug spacecraft rotation code

2.2.3.1.  Test output against predictions from analytical developments 

2.2.3.2.  * Test output against comparable NRL code, resolve discrepancies  [25d]

2.3.  Implement global solution WLS process

2.3.1.   Develop formulas for initial set of partials for simple rotation and star position 

2.3.2.   * Identify matrix partitioning scheme for WLS estimator for solutions involving large number of parameters

2.3.3.   Write global solution partials code

2.3.4.   Write global solution WLS estimator code

2.3.5.   Develop and code scheme for pre-filtering observation equations for incomplete observing geometry  [20d]

2.3.6.   Test and debug global solutions “offline” (independent of pipeline), using simulator output 

2.3.6.1. Test rotation-only solutions (single spiral, grid star positions held fixed)  [20d]

2.3.6.2. Test grid-star-position-only solutions (multiple spirals, rotation parameters held fixed) [20d]

2.3.7.   Integrate global solution code into main pipeline module [10d]

2.3.8.   Re-test and debug global solution code as part of main pipeline [5d]

2.3.9.   Develop and add partials for more complete solutions

2.3.9.1. Instrument partials (including basic angle)  [20d]

2.3.9.2. Proper motion and parallax partials  [10d]

2.3.9.3. More sophisticated rotation partials [5d]

2.3.9.4. Star acceleration and binary orbit parameters partials
2.3.10. Develop and test partial pre-reduction WLS method, validate with conventional solutions  

2.4.   Develop scheme for automatically identifying beginning/ending points of “spirals” 

2.4.1. * Develop algorithms to identify relevant discontinuities in the data [20d]

2.4.2.  Write code [15d]

2.4.3.  Test and debug [15d]

2.5.  Develop weighting scheme for observations and test [20d] 

2.6.  * Develop and exercise extensive test suite for global solutions;  revise methods and code as indicated [40d]

2.7.  Investigate need for more sophisticated relativity model throughout pipeline

3.  Program Star Astrometric Parameter Estimation

3.1. Single stars 

3.1.1.  Determine adaptations needed (if any) to use partials and WLS scheme for grid stars to much larger number of program stars (holding fixed the previously determined spacecraft rotation parameters)  [10d]

3.1.2.  Write code  [15d]

3.1.3.  Test and debug  [20d]

3.2. Close binaries 

4.  Photometric Reduction

4.1. “Quick-and-Dirty” Photometry

4.1.1. Develop algorithms and code for crude (uncalibrated) photometric reduction, sufficient to supply magnitude and color data for centroiding  [20d]

4.2.  Determine use of calibration data (flat fields, blank fields, charge bars, etc.) to quantify and remove effects of 

4.2.1.  Sky background variations

4.2.2.  Pixel sensitivity variations

4.2.3.  Charge traps and other CCD defects

4.2.4.  Time-dependent optical transmission (materials aging, deposition, etc.)

4.3.  Identify photometric standard stars — primary and secondary

4.4.  Photometry of single, non-variable stars

4.4.1.  Develop algorithms

4.4.2.  Write code

4.4.3. Test

4.5. Photometry of variable stars and close binaries

  Post-Solution Analysis

4.6. Develop system to facilitate analysis of residuals from global solution, program star astrometric parameter estimation, or photometric reduction to improve 1-D and 2-D centroiding algorithms and instrument model

4.6.1.  * Develop strategy, algorithms, displays [20d]

4.6.2.  Write code [20d]

4.6.3.  Test and debug  [20d]

6.   Technical Documents
Data Flow Diagrams

     http://arnold.usno.navy.mil/murison/FAME/Software/diagrams/PipelineDiagrams_frame.htm 

FAME Mission Operations Calibration Plan  

     http://fame.usno.navy.mil/DocuShare/dscgi/ds.py/Get/File-584/calibration2.pdf

FAME Software Management Plan

     http://fame.usno.navy.mil/DocuShare/dscgi/ds.py/Get/File-27/FAME_SMP_v2.pdf 

GAIA (2000), “Composition, Formation and Evolution of the Galaxy”, Concept and Technology Study Report, ESA-SCI(2000)4

Kaplan, G. (2001) “Algorithms for Rapidly Computing the FAME Observing Sequence”

     http://fame.usno.navy.mil/DocuShare/dscgi/ds.py/Get/File-539/OBS_SEQ.PDF
Makarov, V. V. (2001a) “Experiments with PSF Centroiding”

     http://fame.usno.navy.mil/DocuShare/dscgi/ds.py/Get/File-549/psf.experi.ps
Makarov, V. V. (2001b)  Unpublished notes on derivation of partial derivatives for global solution

Press, W. H., Teukolsky, S. A., Vetterling, W. T., and Flannery, B. P. (1992) Numerical Recipes in C: The Art of Scientific Computing, 2nd ed. (Cambridge University Press)  

Reasenberg, R. D. (1975) Partial Prereduction of the Normal Equations, SAO TM75-03 http://fame.usno.navy.mil/DocuShare/dscgi/ds.py/Get/File-135/SAO75-03.pdf 
SOC Data Model

     http://www.nofs.navy.mil/fame/files.html

Zacharias, N. (2001) “Ability to Remove Systematic Errors in PSF Fitting”

    http://fame.usno.navy.mil/DocuShare/dscgi/ds.py/Get/File-557/NZ_psf_sys.ps   
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