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1. Scope

1.1. Identification

This Interface Control Document describes the interface between the Naval Research Laboratory’s (NRL) Mission Operations Center (MOC) and the United States Naval Observatory’s (USNO) Science Operations Center’s (SOC) in support of the Full-sky Astrometric Mapping Explorer (FAME) operations and data analysis.

1.2. System Overview

FAME is an astrometric satellite designed to determine with unprecedented accuracy the positions, distances, and motions of 40 million stars within our galactic neighborhood. It is a collaborative effort between the USNO and several other institutions. 

FAME Mission and Science requirement documents levy specific requirements on the SOC system.  The SOC is responsible for receiving, archiving and reducing all science and engineering data from the FAME spacecraft along with tracking information from the FAME ground tracking system.  The SOC Concept of Operations document describes the conceptual design for a system that meets these requirements.  The Concept of Operations document, in turn, is the basis for deriving the requirements contained in this document.

The SOC system is divided into four major subsystems: Data Ingestion (DI), Data Archiving (AR), Quicklook (QL), Data Analysis Trending (TR), and Data Analysis (DA).  Figure 1 shows the high-level conceptual design of the system.  
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Fig. 1: SOC Conceptual Design

DI receives all data products from the Mission Operations Center (MOC) and makes them available to the other subsystems.  AR copies all received data products to off-line storage media and records location and other relevant metadata in an accessible database.  QL processes various data products in order to monitor instrument and spacecraft performance.  TR analyzes instrument and spacecraft trending and calculates characterization results for use in data analysis.  DA performs the data reduction that takes observations and converts these into astrometric and photometric results.  More information on the concept of operations of the ADP system can be found in the SOC System Concept of Operations document.

1.3. Document Overview

This document generally follows the MIL-STD-498 Data Item Description (DID) for an Interface Requirements Specification (IRS), modified so as to be consistent with the software development methodology specified in the SOC Software Development Plan.  The primary purpose of this document is to establish the hardware and network interface specifications between the MOC and the SOC.  

In general, this includes downlink and associated data flowing from the MOC to the SOC as well as instrument tasking and updates flowing from SOC to the MOC.  The initial release of this document will be restricted to just the data flowing from the MOC to the SOC, with a focus on the “nominal” transfer mode..  Future releases of this document will include SOC to MOC communications as well as the other transfer modes between the MOC and the SOC.
2. Referenced Documents

This specification references the following documents:

2.1. FAME Mission Documents

Table 1.  FAME Mission Documents

	Document Number
	Description

	NCST-D-FM001
	FAME Science Requirements Document

	NCST-D-FM002
	FAME Mission Requirements Document

	TBD
	FAME Calibration Plan

	USNO-FAME-SOC-REQ
	SOC System Concept of Operations

	USNO-FAME-SOC-MOCICD
	MOC-SOC Interface Control Document (ICD)

	USNO-FAME-SOC-SDP
	SOC Software Development Plan

	NCST-ICD-IM003
	FAME Space to Ground ICD


2.2. Military and Industrial Standards

Table 2.  Military and Industrial Standards Documents

	Document Number
	Description

	MIL-STD-498
	Software Development and Documentation

	DI-IPSC-81431
	System/Subsystem Specification

	DI-IPSC-81434
	Interface Requirements Specification

	DI-IPSC-81430
	Operational Concept Description


3. Interface Specification
3.1. Interface identification

This ICD covers the interface between the MOC and the SOC.  The overall interface is broken down into four specific interfaces: 1) nominal MOC-SOC data transfer, 2) high speed MOC-SOC data transfer, 2) telemetry (both housekeeping and ground station) transfer and 4) SOC-MOC tasking and uploading.  These four interfaces are shown in fig. 2.
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Fig. 2: MOC-SOC Interfaces

The nominal data transfer interface is the standard interface for transferring data between the SOC and MOC.  The high speed data transfer interface is a special interface that minimizes the time latency that is present in the nominal interface; it is used on special occasions when quickest access to the data is needed.  The telemetry transfer interface is a specialized link that transmits all spacecraft and instrument telemetry data to MOC-emulation terminals in the SOC that will allow SOC operators to view the same telemetry displays that the MOC operators are viewing.  The tasking and uploading interface is the interface the SOC uses for issuing instrument tasking orders to the MOC and for uploading catalog modifications and updates.  The properties of these links are given in table 3.

Table 3: MOC-SOC Interfaces
	ID
	Name
	Direction
	Purpose
	Data Rate
	Format
	MOC Time Delay

	
	Nominal Data Transfer
	MOC->SOC
	Normal science operations data transfer mode
	as available
	MOC “Recording File” transfer via FTP
	<15 minutes

	
	High Speed Data Transfer
	MOC->SOC
	Minimum time delay data transfer mode
	as available
	TBD
	<30 seconds

	
	Telemetry Transfer
	MOC->SOC
	SOC real time display of ground station and housekeeping telemetry
	80 Kbps (?)(TBR)
	Streaming via TCP Socket
	real time

	
	Tasking and Uploading
	SOC->MOC
	Instrument tasking and on-board catalog updating
	as needed
	TBD
	NA


All four interfaces shall share the dedicated T-1 interface between the MOC and the SOC.   Each is described in the following sections.
3.2. Nominal Data Transfer Interface

The Nominal Data Transfer Interface is the standard interface for transferring data to the SOC from the MOC.  It consists of a single file pushed from the MOC to the SOC once every fifteen minutes (TBR).  The single file, the MOC Science Data File, will contain header information and all of component files. 

3.2.1. MOC Recording File (MRF)
The MRF is shown in fig. 3.  It consists of a header followed by the component elements.  It is pushed from the MOC to the SOC once every fifteen minutes (TBR).  
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Fig. 3: MRF Format
The MRF header contents and format are TBD.  The MRF data elements are described in the below.  More detailed information on the many of the data elements can be found in the Space to Ground ICD.
3.2.1.1.  Binned Science Data VCDU

The Binned Science Data VCDUs contain science data from up to twelve binned 13-pixel data windows or six binned 30-pixel data windows, all from a single virtual frame.  If a single virtual frame has more windows than can fit in a single VCDU, multiple VCDUs will be transmitted, all with identical header information.  No single star observation will be split between VCDUs.  The format of the binned science data VCDU is shown in fig. 4.
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Fig. 4: Binned Data VCDU Format
The binned data VCDU format is defined explicitly in table 4.

Table 4: Binned Data VCDU Data Element Definition
	Byte offset
	Bit offset
	Length (bits)
	Name
	Description
	Type
	Valid values

	0
	0
	32 
	Sync Marker
	
	
	

	4
	0
	48
	VCDU hdr
	
	
	

	10
	0
	32
	VCDU Insert Zone
	
	
	

	14
	0
	16 
	Frame Counter
	
	
	

	16
	0
	2
	Spare
	
	
	

	16
	2
	4
	CCD Half Select
	
	
	

	16
	6
	58
	Oscillator Count
	
	
	

	23
	0
	16
	TDI rate
	
	
	

	25
	0
	32
	Window command
	Packet information for single star.  n=13 or 30 based on window size.
	
	

	29
	0
	32
	Star ID
	
	
	

	33
	0
	16
	Pixel 1
	
	
	

	
	
	
	Pixel n
	
	
	

	Repeat packets for subsequent rows until no more integer packets fit in data unit zone

	
	
	
	Fill
	as needed to fill out data unit zone
	
	

	502
	
	16
	VCDU trailer
	
	
	

	504
	
	64
	R-S check
	
	
	


3.2.1.2.  Unbinned Science/Engineering Data VCDU

Unbinned Science Data/Engineering VCDUs contain science data from any unbinned (actually, minimally binned, but still two dimensional) science observation or any of the engineering mode tests that produce data.  Different data sources produce different data packet types.  Figure 5 shows the unbinned data format and table 5 gives the definition of the Unbinned Data VCDU data element.  Differences in the specific data packets are discussed in the subsections below.
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Fig. 5: Unbinned Data VCDU Format

The unbinned data VCDU format is defined explicitly in table 5.

Table 5: Unbinned Data VCDU Data Element Definition
	Byte offset
	Bit offset
	Length (bits)
	Name
	Description
	Type
	Valid values

	0
	0
	32 
	Sync Marker
	
	
	

	4
	0
	48
	VCDU hdr
	
	
	

	10
	0
	32
	VCDU Insert Zone
	
	
	

	14
	0
	16 
	Frame Counter
	
	
	

	16
	0
	6
	Spare
	
	
	

	16
	6
	58
	Oscillator Count
	
	
	

	24
	0
	16
	TDI rate
	
	
	

	26
	0
	16
	Start of Packet Pointer
	
	
	

	28
	0
	
	Data Packet 1
	first data packet in data unit zone
	
	

	Repeat packets for subsequent rows until no more integer packets fit in data unit zone

	
	
	
	Data Packet n
	last data packet in data unit zone
	
	

	
	
	
	Fill
	as needed to fill out data zone
	
	

	502
	
	16
	VCDU trailer
	
	
	

	504
	
	64
	R-S check
	
	
	


3.2.1.2.1. Unbinned Star Observation Data Packets 
Data from unbinned stars is received in data packets consisting of the data from a single row of pixels.  The data packets are not necessarily received in order of rows.  Data packets from different windows will be intermingled when those windows are in the same virtual frame and there is an intersection of row numbers between the windows.  Windows will have to be reassembled using the window ID information contained in the packets.  Table 6 gives the data packet definition for unbinned star row data.
Table 6: Unbinned Star Row Data Packet Definition
	Byte offset
	Bit offset
	Length (bits)
	Name
	Description
	Type
	Valid values

	0
	0
	3
	Constant 0x7
	Packet information for single row.  n=12 or 15 based on window size.
	
	

	0
	3
	1
	Spare
	
	
	

	0
	4
	4
	CCD Half
	
	
	

	1
	0
	8
	Window ID
	
	
	

	2
	0
	16
	Row Count
	
	
	

	4
	0
	16
	Pixel 1
	
	
	

	
	
	16
	Pixel n
	
	
	


3.2.1.2.2. Acquisition Window Data Packets
The acquisition window is a 600x600 pixel, unbinned data window used during acquisition phase.  Acquisition windows produce 300 pixels per row, or 600 bytes, which exceeds the available data unit zone size for a single VCDU.  How this will be handled in terms of data packet definition is TBD.  

Table 7: Acquisition Window Data Packet Definition
	Byte offset
	Bit offset
	Length (bits)
	Name
	Description
	Type
	Valid values

	
	
	
	TBD
	
	
	

	
	
	
	
	
	
	


3.2.1.2.3.   Max Window Data Packets
The maximum window size currently available from the FAME instrument is ~10242 pixels, or ~2.1 MB of data.  Currently, the row size may be variable.  How this will be handled in terms of data packets is still TBD.
Table 8: Max Window Data Packet Definition
	Byte offset
	Bit offset
	Length (bits)
	Name
	Description
	Type
	Valid values

	
	
	
	TBD
	
	
	

	
	
	
	
	
	
	


3.2.1.2.4.   Charge Injection Test Data Packets
Data packet definition is TBD.

Table 8: Charge Test Injection Data Packet Definition
	Byte offset
	Bit offset
	Length (bits)
	Name
	Description
	Type
	Valid values

	
	
	
	TBD
	
	
	

	
	
	
	
	
	
	


3.2.1.2.5.   Focus Test Data Packets
Data packet definition is TBD.
Table 9: Focus Test Data Packet Definition
	Byte offset
	Bit offset
	Length (bits)
	Name
	Description
	Type
	Valid values

	
	
	
	TBD
	
	
	

	
	
	
	
	
	
	


3.2.1.3.   Oscillator-Ground UTC Synchronization File

The MOC shall provide a calculation of the ground UTC to on-board oscillator transformation once every time synchronization pulse cycle (~10.485760 sec).  This information is recorded in a file.  Format, length and number of files are TBD.

Table 10: Oscillator-Ground UTC Synchronization File Data Element Definition
	Byte offset
	Bit offset
	Length (bits)
	Name
	Description
	Type
	Valid values

	
	
	
	TBD
	
	
	

	
	
	
	
	
	
	


3.2.1.4.   Ground UTC-On-Orbit UTC Conversion File

The MOC shall provide a calculation of the time delay between the ground and the satellite.  This information is recorded in a ground UTC to on-orbit UTC conversion file.  The SOC will use this file and the previous to convert between clock ticks and on-orbit UTC.  Format, length and number of files are TBD.

Table 11: Ground UTC-On Orbit UTC Conversion File Data Element Definition
	Byte offset
	Bit offset
	Length (bits)
	Name
	Description
	Type
	Valid values

	
	
	
	TBD
	
	
	

	
	
	
	
	
	
	


3.2.1.5.   Housekeeping Telemetry File

The housekeeping telemetry file includes attitude information and instrument and spacecraft state of health (SOH).  Format, length and number of files are TBD.

Table 12: Housekeeping Telemetry File Data Element Definition
	Byte offset
	Bit offset
	Length (bits)
	Name
	Description
	Type
	Valid values

	
	
	
	TBD
	
	
	

	
	
	
	
	
	
	


3.2.1.6.   Ground Station Telemetry File

The ground station telemetry file includes all ground station telemetry data including ranging results in the form of state vectors.  Format, length and number of files are TBD.

Table 13: Ground Station Telemetry File Data Element Definition
	Byte offset
	Bit offset
	Length (bits)
	Name
	Description
	Type
	Valid values

	
	
	
	TBD
	
	
	

	
	
	
	
	
	
	


3.3. High Speed Data Transfer Interface

The SOC is currently analyzing the need for a high-speed transfer option that does not induce the 15-minute time delay that the standard transfer interface induces.    If such an interface is determined to be necessary, it would take the form of either a socket connection streaming the data elements listed for 3.2, or a connection similar to 3.2 but with MOC MRFs pushed every ~30 sec (TBR) rather than every 15 minutes.  In both cases, the types and formats of the data elements would remain the same.  The need for this is TBD and will be resolved in later versions of this ICD.
3.4. Telemetry Transfer

The MOC will provide spacecraft and instrument housekeeping and ground station telemetry data to the SOC via a dedicated socket connection.  The connection will be to dedicated workstations running MOC software.  The telemetry bandwidth is TBD.  The MOC shall provide the telemetry display software.  Hardware requirements are TBD.  The dedicated telemetry stream shall not impose any other requirements on the SOC (i.e., no customized processing or display software).  

Definition of the housekeeping telemetry stream is found in the Space to Ground ICD.
3.5. Command and Uploading

The SOC will generate instrument commands for both normal tasking purposes and as a response to any anomalies that might arise.  This type of upload includes changing or reloading the onboard catalog.  This interface will be defined in later releases of this ICD.
4. Qualification Provisions

TBD

5. Requirements Traceability

TBD

6. Notes

7. APPENDICES

7.1. Acronyms and Abbreviations

	APDA
	Astrometric and Photometric Data Analysis (subsystem)

	CCD
	Charged Coupled Device

	CTE
	Charge Transfer Efficiency

	DA
	Data Analysis 

	DEC
	Declination

	DI
	Data Ingestion (subsystem)

	DVD
	Digital Versatile Disk (also, Digital Video Disk)

	ECR
	Earth Centered Rotational (coordinate system)

	EDF
	Engineering Data Formatting (process)

	FAME

	Full Sky Astrometric Mapping Explorer

	FOV
	Field of View

	FP
	Focal Plane

	ID
	Identification number

	MOC
	Mission Operations Center

	MRF
	MOC Recording File

	NRL
	Naval Research Laboratory

	O-C
	Observed minus Computed, the difference between simulation results and observed measurements

	OCD
	Operations Concept Document

	OLR
	On-Line Repository 

	PSF
	Point Spread Function

	QL
	Quicklook (subsystem)

	RA
	Right Ascension

	SNR
	Signal to Noise Ratio

	SOC
	Science Operations Center

	SOH
	State Of Health

	TBD
	To be determined (typically used in place of a parameter)

	TBR
	To be resolved (typically used to denote when a parameter is provisional)

	TDI
	Time Delay Integration

	TR
	Trending (subsystem)

	USNO
	United States Naval Observatory

	VCDU
	Virtual Channel Data Unit (basic unit of data from spacecraft)


Constant 0x7


3 b





Frame Counter


2 B





Pixel 13 (or 30)


16 b





…





Pixel 1


16 b





Star ID


32 b





WINDOW Command


32 b





…





Data packet n


34 or 68 B





Data packet 2


34 or 68 B





TDI rate


16 b





Data packet 1


34 or 68 B





Oscillator Count


58 b





CCD Half Select


4 b





Spare


4 b





Data Packets


Up to 420 B 





Virtual Frame Header


10 B





Fill


(As needed)





R-S Check


64 B





VCDU trailer


2 B





VCDU Insert Zone


4 B





VCDU hdr


6 B





Spare


1 b





Pixel 1


16 b





VCDU Data Zone


432 B





Element n





Element 3





Element 2	





Element 1		





MRF Header





…





Data ID Hdr


32 b





…





Pixel n


16 b





Pixel 2


16 b





Start of Packet Pointer


16 b





Frame Counter


2 B





VCDU trailer


2 B





R-S Check


64 B





Data Stream


Up to 418 B 





Virtual Frame Header


12 B





…





Data packet


(variable length)





Fill


(as needed)





Data packet


(variable length)





Oscillator Count


58 b





TDI Rate


16 b





Spare


6 b





Fill


(As needed)














Data packets of variable types





Example Packet: Unbinned star


Data packet





SOC





MOC





Tasking and Uploading





Telemetry Transfer





High Speed Data Transfer





Nominal Data Transfer





Row Count


16 b
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8 b
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