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1.0 SCOPE

1.1 Identification

This Software Design Document (SDD) addresses the architecture and design to be used in development of the Full-sky Astrometric Mapping Explorer (FAME) Science Operations Center (SOC) software.

1.2 System Overview

The Computer System Configuration Item (CSCI) described in the document is the FAME Science Operations Center (SOC).  The purpose of the SOC is to 

1. accept data from the NRL Ground Station at Blossom Point, MD,

2. provide real-time visibility into the FAME instrument health and status,

3. archive the raw data stream,

4. produce science data products including a full-sky star catalog.

Figure 1 shows the conceptual diagram for the SOC.


[image: image1.emf]
Figure 1. SOC Conceptual Design

The SOC consists of six operational components:

5. Ingest: Provides a means whereby the incoming data stream (telemetry) is routed to the appropriate subsystems.

6. Quick Look: Performs real-time processing of data stream to provide quick visibility into the science data.  

7. Instrument Trending: Provides visibility into the optical focus, focal plane state, etc.

8. Data Archive: Provides secure, long-term storage of the original data stream.

9. Simulator: Provides simulated MOC input stream to the SOC Ingest Subsystem.

10. Astrometric / Photometric Data Analysis: Handles formation of the high-resolution astrometric and photometric science products including the full-sky star catalog.

1.3 Document Overview

This document is divided into the following sections

a. Section 1.0, Scope, identifies the software covered in this document and explains the purpose and contents of this document.

b. Section 2.0, Referenced Documents, lists all documents referenced in or required for use with this SDD.

c. Section 3.0, CSCI-Wide Design Decisions, describes the preliminary design of the SOC softwareI.

d. Section 4.0, CSCI Architectural Design, describes the architecture design of each Computer Software Component (CSC).

e. Section 5.0, CSCI Detailed Design, describes the detailed design of the CSCI.

f. Section 6.0, Requirements Traceability, shows the traceability of requirements from the Software Requirements Specification (SRS) to the Computer Software Unit (CSU) level.

g. Section 7.0, Notes, includes an alphabetical listing of acronyms and abbreviations used within this SDD.

2.0 REFERENCED DOCUMENTS

This SDP references these FAME preliminary design documents.

	Document
	Version
	Date

	SOC System Operations Concept
	v0.2
	28 Aug 2001

	SOC System Requirements
	v0.2
	4 Sept 2001

	SOC System Preliminary Design
	v0.1
	5 Oct 2001

	MOC – SOC Interface Control Doc.
	v0.1
	TBD


3.0 CSCI-WIDE DESIGN DECISIONS

There are only two interfaces that define the inputs and outputs of the SOC as a system.  They are the input stream from the MOC, and the FAME Catalog which will be the eventual product of the system.  The input from the MOC is specified in the MOC – SOC Interface Control Document.  The format of the FAME Catalog is not yet well-defined, but will be determined by FAME CDR.

The SOC will accept data on an ongoing basis from the MOC.  The MOC will write this data continuously to the SOC staging area.  This interface is asynchronous and will allow the MOC to write freely without effecting, or being effected by, SOC processing.  

The Ingest segment of the SOC will screen the data stream for data errors that are evident at a simple level of analysis.  For example, empty files or files containing no readable data will be detected and flagged for operator intervention.

The Quick Look portion of the SOC will provide a rapid turn-around view of selected data elements in order to allow near-real-time assessment of the FAME instrument health and operation.

The algorithms to process the data into the intermediate and final catalogs will process the data in a short enough time to allow several iterations through the entire data set.  This is necessary to provide the resolution required for the FAME Catalog.

The data to be stored within the system will reside in a collection of files and database tables.  This data archive will be written directly by the Ingest process.  The data stores (Primary Data) will be accessible through an Application Program Interface (API) referred to as the Data Layer.  All Science Data Processing will access the data through the Data Layer.  This is to allow the Science Data Processing routines to be written so they are not dependent on the actual data storage formats.

The FAME SOC will be isolated from the Internet.  The only exception will be the dedicated line in from the MOC.    Data integrity will be assured through archiving of the data sets at various stages of processing.

4.0 CSCI ARCHITECTURAL DESIGN

4.1 CSCI Components

There are seven major components (subsystems) that comprise the SOC.  These correspond to the six operational components described above and in the FAME SOC Operations Concept Document, plus the Data Layer.  The functioning of each system is described in the following seven paragraphs.  The overall architecture is depicted in Figure 2.

Six of these processes map directly to the processes described in the functional descriptions above.  The seventh subsystem is the Data Layer, which allows for controlled, high-speed access to the Primary Data set.
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Figure 2. Top Level Data Flow Diagram

4.1.1 Ingest

The Ingest subsystem is the main entry point for data into the system.  It accepts data from the SOC, as well as the Simulator.  Once data has been received into the Staging Area and identified, the Ingest process reformats the data to make it more readily available for processing by the SDP subsystem.  Once the data has been processed and rewritten to the Primary Data Storage, Ingest instructs the Archive subsystem to move the data into the Archive.  This procedure will remove processed data from the Staging Area.  The Ingest subsystem processes are depicted in Figure 3.
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Figure 3. Ingest Subsystem

4.1.2 Archive

The Archive subsystem is invoked by Ingest when a file has been completely ingested.  Archive then makes a direct copy of the raw data file into the long-term Raw Data Archive.  The current baseline for this storage medium is DVD.  Once the data has been archived, Archive tells Ingest the status so that Ingest can delete the file out of the staging area.

The data flow diagram for Archive is shown in Figure 4.
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Figure 4. Archive Subsystem Data Flow Diagram

4.1.3 QuickLook

The purpose of the QuickLook system is to detect when either the spacecraft or instrument leave nominal operating conditions during the science operations phase of the mission and to initiate appropriate recovery actions.  The QuickLook system is primarily concerned with monitoring operations while the instrument is in science mode.   Responsibility for the health of the instrument resides at USNO.  QuickLook will analyze the data from approximately one million (TBR) QuickLook stars and  spacecraft and instrument status in order to detect problems with attitude, TDI rate, and other instrument and spacecraft health parameters.  Any anomalous condition detections will result in anomaly recovery actions initiated at the SOC and generation of recovery scripts to be sent to the Mission Operations Center (MOC), spacecraft and/or instrument.  

The QuickLook process is initiated when Ingest receives science profile data for any of the QuickLook stars or calibration test data (i.e., focus test, flatfield observation, charge injection test, overscan data, sky data).  QuickLook will also check attitude status of health information regularly.  

When a QuickLook star profile is received, the QuickLook processing begins.  It obtains the corresponding in-band magnitude and color (TBD) metrics from the QuickLook Catalog.  Point spread function (PSF) and focal plane characterization information is accessed from QuickLook versions of the PSF and focal plane models.  Using this information, QuickLook calculates pixel-coordinate centroids and photometry.  This information is written to the QuickLook centroid database.

QuickLook analyzes the calibration data that Ingest receives using the Calibration Data reduction process.  Calibration data is accessed from Ingest and reduced to TBD calibration metrics in the QuickLook calibration database.

QuickLook models the spacecraft attitude and expected profile widths for stars.  These model results are compared to measurement data and the results are written to O-C databases.

The anomaly detection process regularly checks all of these results along with spacecraft attitude and TBD SOH parameters.  It typically considers the last ten minutes (TBR) of operation and detects when any of the monitored parameters leaves the specified normal operating condition bounds.  When such a condition arises, an anomaly alert is generated and sent to the Exception Handling process.

The following is a list of the parameters QuickLook will check for anomalies.  A detailed discussion of these can be found in the SOC Concept of Operations document.

11. Presence of star in window

12. Centroid/window center offset

13. PSF shape

14. Single channel counts

15. Selected star counts

16. Focus and alignment stability

17. SOH

18. Attitude

19. TDI Rate

20. CCD Sensitivity

21. CCD Bias level

22. Electronics and readout noise levels

23. Dark Current

24. CCD CTE

When an anomalous condition has been identified, the Exception Handling process is initiated.  Based on the type of anomaly, a resolution procedure begins which typically results in the generation spacecraft commands being issued to the MOC or with corrected files being returned to the Staging Area for re-ingestion.  Anomaly reports and displays are generated as part of this process.

The data flow diagram for QuickLook is shown in Figure 5.
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Figure 5. Quick Look Subsystem Data Flow Diagram

4.1.4 Trending

The purpose of the Trending system is to calculate all the instrument and background characterization data needed by the QuickLook and SDP pipelines to process science data.  Trending considers both the direct measurements that are produced as part of the instrument calibration activities as well as the iterative results from the data analysis pipeline.  The conceptual design for Trending is shown in fig. 3.  Unlike QuickLook, the Trending subsystem is concerned with developing a detailed history of this information over the entire life of the mission.  

The Trending subsystem has two modes of operation.

25. Automatic – the system periodically checks trending information to determine whether or not particular parameters are going “out of bounds”

26. Manual – user-driven analysis of any trending parameter

In either case, Trending identifies what data it needs from the metadata repository in the Data Layer.  It requests that data and extracts the parameters it needs, depositing them in the Trending Database.  There are many different trending analyses it can perform, both in automatic and manual mode.  These are described in detail in the FAME SOC Concept of Operations Document.  Once these analyses have been performed the results are logged in the Trending Database, displayed to the user, or both.
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Figure 6. Trending Subsystem Data Flow Diagram

4.1.5 Data Layer

The Data Layer handles all requests for program data for both the Science Data Processing and Trending Subsystems.  The Data Layer accepts request for data and reformats those requests into queries that are native to the actual physical storage engine(s).  The requested dataset is returned and reformatted for the requester.  The data set is then returned to the requester, either as actual data or as a pointer to a result set in a file.  The Data Integrity Monitor insures that the metadata descriptions match the data repository holdings.
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Figure 7. Data Layer Subsystem Data Flow Diagram

4.1.6 Science Data Processing (SDP)

The SDP subsystem is the primary mechanism for reducing the FAME observation data.  Figure 5 shows the data flow diagram for SDP.  The SDP calculates astrometric and photometric parameters for stars based on input observational data and supporting information.  Part of the required set of information used to support the SDP processes comes from calculating instrument and background characteristics.  These calculations are accessed from the Trending subsystem discussed above.

Star profiles are made accessible to SDP by Ingest.  Initial processing is initiated automatically upon creation of new star profiles by Ingest.  Alternatively, reprocessing of specified star profiles may also be initiated by a manual command.  The first step in the process is centroiding and photometric analysis.  These processes are performed on all star profiles and the results are stored in a database.  Second, Spiral Reduction provides an extremely fine resolution spacecraft attitude solution.  Next, the Global Solution process is initiated upon manual command.  It solves for the instrument pointing function using grid star centroids, instrument attitude and tracking data.  This global solution is then combined with the previously obtained centroiding information to produce astrometric solutions for all non-grid stars.  This information is then updated in the catalog.   

A concurrent photometric process is also running in SDP.  Photometric flux values are calculated as part of the centroiding calculation and stored in the centroiding database.  Some of these targets are photometric reference stars.  The reference stars are combined with the observed flux values to produce calibration coefficients.  These coefficients are then used to calculate the photometric parameters for all non-reference stars.  This information is updated in the catalog.

The SDP system receives inputs from two sources: first, science data and attitude are accessed from the Ingest subsystem.  Second, sky background, instrument and PSF characterization is accessed from the Trending subsystem.  Output from the SDP process is used to populate the working version of the catalog and to produce the final version of the catalog.  Instrumental and PSF results that are part of the global solution are used as input to the instrument and PSF trending processes in the Trending subsystem.

The system is designed to be run iteratively, i.e., each run through the astrometric or photometric calculations produces more accurate results than the inputs to the system contained in the catalog.  This increase in accuracy is obtained because it is anticipated that each run produces instrument characteristics and astrometric and photometric results of increased accuracy.  This presumes that these iterations will be stable and will result in a convergence of astrometric, photometric and instrumental values.

While it may be argued that the SDP is the single most important part of the FAME data analysis system, the observatory can transition into science operations without it being fully functional.  The system is therefore classified as not critical for science operations for purposes of prioritization.


[image: image8.wmf]
Figure 8. Science Data Processing Data Flow Diagram

4.1.7 Data Simulator

The Data Simulator prepares data sets for processing by the SOC.  The output of the Data Simulator exactly replicates the data as it will be received from the MOC.  The Data Simulator functions essentially in the reverse of the SDP subsystem.  It begins with knowledge of star positions and spacecraft ephemeris.   Once it has generated the positions of the stars on the focal plane, it then inserts “corrections” due to systemic effects such as optical distortion, CCD response, spectral differences, etc.

The data flow diagram for the Data Simulator subsystem is shown in Figure 9.
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Figure 9. Data Simulator Subsystem Data Flow Diagram

4.2 Concept of Execution

4.2.1 Timing

The FAME SOC can be divided into three sections, based on the timing of the processing involved.  

The first is the Data Simulator – providing data sets on an as-needed basis, upon operator command.  

The second part of the system is the Real-Time side.  This includes the Ingest, Archive, and QuickLook subsystems.  These subsystems are required to process data in a faster-than-real time manner, allowing time for analysis and catch-up.

The third part consists of the Trending and Science Data Processing executes periodically in batch mode.  The major interfaces described in Section 4.3 divide these three parts of the overall system.

4.2.2 Hardware

We are currently constructing a testbed for benchmarking FAME SOC processes on various hardware types.  The aim is to only buy that amount of hardware needed to satisfy mission requirements without exceeding the hardware budget.  

In general, the FAME SOC will be isolated at the input and output stages by firewalls hosted on gateway machines.  Ingest and Archive will be hosted on an Intel based server running Windows 2000.  Data will be archived using a DVD-ROM writer attached directly to the Ingest server.  The Ingest server will access the large data storage area on the RAID array via a high-speed Ethernet switch. The data will be copied directly from one RAID array to another in order to optimize the read/write times for the SDP system while allowing continuing storage of ongoing mission data.  QuickLook data will be processed and accessed via a separate workstation.  

Centroiding will be performed on a set of Intel based servers running Linux.  These servers will access the data via a high-speed Ethernet switch.  The resulting data will be stored back to the RAID array and accessed by the Spiral Reduction and Global Solution server.  This server is a 64 bit Itanium based machine running Linux.  The additional processing power required at this stage is due to the huge amount of data that must be accessed simultaneously, leading to very large addressing and indexing needs.  An additional processor is needed to handle the data querying and reformatting functions of the Data Layer subsystem.  Visibility into, and control of, the Science Data Processing and Trending subsystems will be achieved using the Trending workstation.

The target hardware architecture for hosting the SOC is depicted in Figure 10. 
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Figure 10. Prospective Hardware Network

4.3 Interface Design

There are two major interfaces within the FAME SOC. 

27. Simulator – Ingest Interface.  This interface defines the formats in which the Simulator must produce data to be ingested.  This interface exactly matches the format of data being received from the MOC.  The formats for this interface are explicitly described in the MOC – SOC ICD.

28. Data Layer.  The Data Layer provides the interface between the Primary Data produced by Ingest and the Trending and SDP subsystems.  The Primary Data will be stored in the formats described in the FAME SOC Data Model (under development).  The Data Layer will present an Application Program Interface (API) which will allow access to the Primary Data for Trending and SDP.  This API definition is under development. 

5.0 CSCI DESIGN

TBD by FAME CDR.

6.0 REQUIREMENTS TRACEABILITY

TBD by FAME CDR.

7.0 NOTES

DISTRIBUTION STATEMENT C: Distribution authorized to U.S. Government agencies and their contractors; Administrative or Operational Use. Other requests for this document shall be referred to Dr. K. Johnston, Department of the Navy, U.S. Naval Observatory, 3450 Massachusetts Avenue, NW, Washington, DC 20392-5420.

3450 Massachusetts Avenue, NW
Washington, DC 20392-5420
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